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Abstract— In this paper, three follower distribution algo-
rithms, (1) shortest-path follower distribution, (2) even follower
distribution, and (3) hybrid follower distribution algorithms,
are described for arbitrary leader-follower networks with pre-
selected leaders. The shortest-path follower distribution algo-
rithm is designed to minimize the path length that connects
a leader to its followers while distributing followers among
each leader as evenly as possible. It is shown that employing
the shortest-path follower distribution algorithm with sorted
greedy-based matching provides follower distributions with the
smallest variance. The even follower distribution algorithm is
designed to prioritize even distribution of followers among
leaders over minimization of the length of path between each
leader and its followers. The hybrid follower distribution algo-
rithm is designed to prioritize goals according to a user-defined
percentage, where increment of the user-defined percentage
corresponds to increment in the priority of the minimization of
the length of path that connects a leader to its followers over
even distribution of followers. The resulting follower distribu-
tions that correspond to different user-defined percentages are
illustrated on an arbitrary leader-follower network.

I. INTRODUCTION

Multi-agent networked systems have wide potential in

civilian and military applications such as transportation and

distribution, logistics, surveillance, search and rescue op-

erations, humanitarian demining, environmental monitoring,

and planetary exploration [1]–[4]. Great efficiency and op-

erational capability can be achieved in the aforementioned

tasks if the workload is well distributed among agents. For

instance, the allocation of sensing tasks is considered in [5]

to enable efficient and periodic visit of points of interest by

a team of mobile robots. Based on dynamic partitioning and

distribution, large scale of robotic networks can be efficiently

routed to a set of destinations in [6].

Since distributing agents to share workload can greatly

improve operation efficiency and reduce implementation

time and cost, various distribution algorithms have been

developed. In [7] and [8], equatible partitioning policies are

discussed, where the total workload is evenly distributed to

each agent under the assumption that the agents and tasks are

identical and any agent can be assigned to any task. In [9],
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a proportional workload distribution algorithm is discussed

under the assumption that each agent can execute different

number of tasks simultaneously. The results reported in [7]–

[9], however, are only applicable to leaderless networks.

While workload distribution in multi-agent networks have

received great attention, workload distribution in leader-

follower networks is still a problem of wide interest.

In the current work, we consider workload distribution in

a leader-follower network where the leaders are superior to

follower agents in the sense that leaders have exquisite access

to global information. Followers are assumed to be identical

and assigned to exactly one leader. In essence, follower

agents can be interpreted as resources to the leader agent. To

balance the workload, even distribution of followers among

the leaders is desired. The path length connecting a leader

and a follower varies between different pairs of followers and

leaders. A longer path generally indicates larger operation

cost, where communication quality generally degrades with

the inter-distance of agents [10]. Therefore, the follower dis-

tribution algorithms considered in this paper have two goals:

evenly distribute followers among leaders and minimize the

length of each path that connects a leader to its follow-

ers. These goals, however, are difficult to simultaneously

satisfy in an arbitrary leader-follower network. Therefore,

three follower distribution algorithms that prioritize different

goals are developed: shortest-path follower distribution, even

follower distribution, and hybrid follower distribution.

The shortest-path follower distribution algorithm is de-

signed to minimize the length of paths that connects a

leader to its followers while distributing followers among

each leader as evenly as possible. In other words, in the

developed shortest-path follower distribution algorithm, path

length between a leader and its followers is prioritized over

an even distribution of followers. It is shown that employing

the shortest-path follower distribution algorithm with sorted

greedy-based matching provides follower distributions with

the smallest variance. It is also shown that when the ratio

of leader number to follower number decreases, the variance

of the distribution drastically increases. The even follower

distribution algorithm is designed to prioritize even distri-

bution of followers among leaders over leader-follower path

length. The comparison of follower distributions that arise

from the shortest-path and the even follower distribution al-

gorithms shows that the even follower distribution algorithm

drastically decreases the variance, especially for the networks

with a high ratio of leader number to follower number,

while slightly increasing the length of paths that connect

leaders with their followers. The hybrid follower distribution

algorithm is designed to prioritize the aforementioned goals
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according to a user-defined percentage, where increment

of the user-defined percentage corresponds to increment of

the leader-follower path length priority. The resulting fol-

lower distributions that correspond to different user-defined

percentages are illustrated on an arbitrary leader-follower

network.

II. PROBLEM FORMULATION

In this section, leader-follower networked systems are

represented by graphs. Consider a leader-follower network

that consists of n followers and m leaders. In this network,

nodes of the leader-follower network system are represented

as V = {v1, . . . , vn, vn+1, . . . , vn+m} where the first n
nodes correspond to the followers and the following m nodes

correspond to the leaders. In addition, the interaction among

agents are represented via edges, E , where E ⊆ V × V . An

undirected edge (vi, vj) exists if nodes vi and vj can share

information with each other. The leader-follower network is

described by the graph G = (V, E), where G is assumed to

be connected. The set of neighbors of node vi is defined

as Ni = {vj |vj ∈ V, (vi, vj) ∈ E} and the degree of vi is

|Ni| where |Ni| is the cardinality of Ni. The set of agents

is denoted by Sk where k indicates that the length of the

shortest path that connects any agent in Sk with at least

one leader is k. Set S0 contains the leaders of the network

and S1 contains the followers that are directly connected to

at least one leader. If k is greater than 1, the followers in

Sk are indirectly connected to at least one leader through a

path of length k. Although some followers may be connected

to multiple leaders with different number of edges, each

follower belongs to exactly one Sk where k is the smallest

possible value for each follower.

III. FOLLOWER DISTRIBUTION ALGORITHMS

The goals of the follower distribution algorithms are to

evenly distribute followers among leaders and to minimize

the length of each path that connects a leader to its followers.

In this Section, three algorithms are discussed in detail: (1)

the shortest-path follower distribution, (2) the even follower

distribution, and (3) hybrid follower distribution algorithms.

A. Shortest-Path Follower Distribution Algorithm

The shortest-path follower distribution (SPD) algorithm is

designed to minimize the number of edges in each path that

connects a leader to its followers while distributing followers

among each leader as evenly as possible. In other words, the

SPD algorithm minimizes connecting edges between leaders

and its followers with priority over an even distribution of

followers. As a result of this priority, even if a follower

is connected to multiple leaders, it can only be assigned

to one of the leaders with the shortest connecting path.

To obtain leader-follower pairs with the shortest connecting

path, agents in the network are divided into levels, S . As

explained in Section II, Sk is a set of agents where k
indicates the shortest path that connects any agent in Sk

to at least one of the leaders. After the network is divided

into levels, each agent in Sk−1 is matched with a directly

connected agent in Sk, where k is an integer between 1

and the graph diameter, via a greedy-based matching. In

greedy-based matching, the matching is completed in order

of the agent node numbers. Therefore, if an agent in Sk−1

is directly connected to multiple agents in Sk, it is matched

with the agent that has the smallest node number.

The complexity of SPD algorithm with greedy-based

matching is between O(na) and O(na2) where na is the total

number of agents. Although the length of paths between a

leader and its followers is minimized with a computationally

inexpensive method, the followers may not be distributed

among leaders as evenly as possible. In Fig. 1 the uneven dis-

(a) Multi-agent network

Follower 1 Follower 2 Follower 3 Follower 4

Leader 1 Leader 2

(b) Bipartite graph of S0 and S1

Follower 1 Follower 2 Follower 3 Follower 4

Leader 1 Leader 2

(c) Even Follower Distribution

Follower 1 Follower 2 Follower 3 Follower 4

Leader 1 Leader 2

(d) Follower distribution via
greedy-based matching

Fig. 1. Illustration of uneven distribution of followers via greedy-based
matching

tribution of followers via greedy-based matching is illustrated

on a network with 2 leaders, 6 followers, and 10 edges. In

this network, S0 contains Leader 1 and Leader 2, S1 contains

Followers 1-4, and S2 contains Followers 5 and 6. Fig. 1(b)

gives the bipartite graph that illustrates the edges between

the S0 and S1 agents. As shown in Fig. 1(c), the followers

in S1 can be evenly distributed among leaders if Follower

1 and 4 are assigned to Leader 1, while Follower 2 and 3

are assigned to Leader 2. As shown in Fig. 1(d), the SPD

algorithm with greedy-based matching, however, assigns 3

followers to Leader 1 and 1 follower to Leader 2.

As observed in Fig. 1, in SPD algorithm with greedy-based

matching the followers are not distributed among leaders as

evenly as possible. To provide an even follower distribution,

the greedy-based matching between Sk−1 and Sk can be

performed after sorting agents in Sk−1 in an ascending order

according to the degree of the leader nodes (if k = 1) or

the modified degree of follower nodes (if k > 1 ). While the

degree of a leader node, vl, is simply the number of followers

in its adjacency list, |Nl|, the modified degree of a follower

node, vi, is calculated as

mdi = |Ni|+ f(li) (1)
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where mdi is the modified degree of vi, Ni is the set that

contains the neighbors of vi, li is the leader of vi, and f(li)
is the total number of followers that are assigned to li. As

mentioned before, when k is equal to 1, Sk−1 consists of

leaders. Therefore, only the degree of leaders affects the

sorting. On the other hand, when k is greater than 1, Sk−1

contains followers that are already distributed among leaders.

Therefore, both the degree of Follower i and the number

of followers that are assigned to the leader of Follower i
affect the sorting. The greedy-based matching with sorting

is employed to the network given in Fig. 1(a) and it is

observed that the matching between S0 and S1 results in

even distribution of followers as given in Fig. 1(c).

In SPD algorithm, the followers are distributed among

leaders level-by-level. Therefore, if the number of followers

that are connected to each leader is uneven in a level, the

aforementioned sorting cannot prevent uneven distribution of

followers. In Section III-B, a follower distribution algorithm

that guarantees an even follower distribution for any arbitrary

leader-follower network is discussed.

B. Even Follower Distribution Algorithm

In this section, an even follower distribution (EFD) al-

gorithm is designed to prioritize an even distribution of

followers among leaders over minimization of the number

of connecting edges between each leader and its followers.

Employing the EFD algorithm requires a current level set, C,

and a future level set, F . At the beginning of EFD algorithm,

the current level set of Leader i, Ci, contains only the leader

itself, while F of every leader is empty. After obtaining an

initial C and F for every leader, the follower-leader matching

process of the EFD algorithm begins. In each matching

iteration, each leader is matched with a follower that is

directly connected to at least one agent in the corresponding

C. The matching is completed in order of the agent node

numbers. Therefore, if an agent in C is directly connected

to multiple agents in the network, it is matched with the

agent that has the smallest node number. The follower that

is matched with Leader i is added to the future level set of

Leader i, Fi. If all of the candidate followers for Leader i
(the followers that are directly connected to at least one agent

in Ci) are already assigned to another leader, Ci and Fi are

both updated where the updated Ci is equal to the previous

Fi and the updated Fi is empty. After the update, the

EFD algorithm continues with the aforementioned matching

iteration until all of the followers are assigned to a leader.

In the EFD algorithm, the even distribution of followers is

guaranteed since exactly one follower is assigned to each

leader at every iteration with the exception of iterations

where at least one Ci is empty. In Section IV, it is shown

that the exceptional iterations with at least one empty Ci only

slightly increases the variance.

C. Hybrid Follower Distribution Algorithm

In this section, a hybrid follower distribution (HFD) al-

gorithm is discussed. As mentioned before, the goals of

the follower distribution algorithms are to evenly distribute

followers among leaders and to minimize the length of

each path that connects a leader to its followers. The HFD

algorithm is designed to prioritize these goals according

to a user-defined percentage, where an increment of the

user-defined percentage corresponds to an increment in the

priority of the minimization of the connecting edges between

leaders and followers over an even distribution of followers.

The steps of HFD algorithm are explained and illustrated on

the network given in Fig. 2. The steps of HFD algorithm are

(a) Hybrid Alg. Step (1) (b) Hybrid Alg. Step (2)

(c) Hybrid Alg. Steps (3)-(5) (d) Final follower distribution

Fig. 2. Follower distribution among leaders during the steps of hybrid
follower distribution algorithm.

given as follows.

(1) Distribute followers by using shortest-path follower dis-

tribution algorithm with sorted greedy-based matching

(see Section III-A) until

max(f)−min(f)

nf
≥ p (2)

where f is a vector that gives the number of followers

that are assigned to each leader, nf is the total num-

ber of followers in the network, and p is the afore-

mentioned user-defined percentage. In Fig. 2(a), the

resulting follower distribution of the example network

after employing Step 1 of the HFD algorithm with

user-defined percentage 0.4 is illustrated. As seen in

Fig. 2(a), f = [5 1] (5 followers are assigned to Leader

1 and 1 follower is assigned to Leader 2), max(f) = 5,

min(f) = 1. Therefore, Eq. 2 is satisfied and Step 1 is

terminated.

(2) Keep distributing followers by using the even follower

distribution algorithm (see Section III-B) until

(a) all of the followers are assigned to a leader or

(b) all of the candidate followers of Leader i in the

current level are assigned to another leader and

even after updating the current level, an available

candidate follower cannot be found.

If Step 2 is terminated after Option (a) is satisfied,
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terminate the HFD algorithm. Otherwise go to Step 3.

In Fig. 2(b), the resulting follower distribution of the

example network after employing Step 2 is illustrated.

As seen in Fig. 2(b), Step 2 is terminated since all of the

candidate followers of the second leader are assigned to

the first leader.

(3) First, find the neighbors of agents that are in Fi,

NF i. Second, find the leaders that correspond to the

neighbors, LF i. Fig. 2(b) shows that F2 = 2, NF2 =
[4 6], and LF2 = 1.

(4) Search an alternative matching for the leaders in LF i.

The alternative matching for the Leader j ∈ LF i is

an unmatched follower that is connected to at least one

agent in Cj . If an alternative match is found, go to Step

5, otherwise go to Step 6. In the example network given

in Fig. 2, Step 4 searches for an alternative matching for

Leader 1. As seen in Fig. 2(b), Follower 10 is directly

connected to the first leader, and it is not assigned to any

leader. Therefore, Follower 10 is an alternative matching

for Leader 1.

(5) Match Leader i (the same Leader i mentioned in Step 2

- Option b) with a follower that was previously assigned

to Leader j (the same Leader j mentioned in Step 4)

and return to Step 2. The comparison of Figs. 2(b)

and 2(c) shows that at the end of Step 5, Follower 4

is no longer assigned to Leader 1, now it is assigned

to Leader 2. Instead of Follower 4, Follower 10 (the

alternative matching) is assigned to Leader 1.

(6) Find the leader with the maximum number of followers

in LF i, assign one of its followers to Leader i, and

return to Step 2. During follower distribution of the

network shown in Fig. 2, the HFD algorithm never

enters this step.

IV. SIMULATION RESULTS

In this section, simulation results are provided to illustrate

the performance of the follower distribution algorithms ex-

plained in Section III. The performance of the follower distri-

bution algorithms are evaluated by comparing the normalized

variance of the follower distribution among leaders, σ, where

the variance is normalized by the number of followers

in each network. A zero normalized variance corresponds

to evenly distributed followers, while a large normalized

variance corresponds to a distribution that is far away from

the possible even distribution.

The results of SPD algorithm are obtained by using

randomly generated networks with various number of total

agents (summation of total number of leaders and followers),

na, number of edges, ne, and number of leaders, nl. In these

random networks, na changes between 10 and 500, ne/na
changes between 4/3 and 3, and nl/na changes between

1/100 and 1/3. For every na, ne, and nl combination, the

results are computed as the average of the results that arise

from 10 randomly generated networks with the same na,

ne, and nl combination. The normalized variances that arise

from the SPD algorithm with sorted and unsorted greedy-

based matching are denoted as σgs, and σg , respectively.

The results of the SPD algorithm have similar patterns for

every ne/na and nl/na value. Therefore, the general pattern

of the results is explained by showing plots that correspond

to two values of ne/na and nl/na.

50 100 150 200 250 300 350 400 450 500
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0

0.1

0.2

0.3

0.4

0.5

0.6

σ

σg

σgs

(a) σg , σgs vs. na
(ne/na = 2, nl/na = 1/8)
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σ

σg
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(b) σg , σgs vs. na
(ne/na = 3, nl/na = 1/8)

50 100 150 200 250 300 350 400 450 500

na

0

0.02

0.04

0.06

0.08

0.1

0.12

σ

σg

σgs

(c) σg , σgs vs. na
(ne/na = 2, nl/na = 1/3)

Fig. 3. The normalized variance, σ, that arises from shortest-path follower
distribution algorithm with sorted greedy-based matching, σgs and unsorted
greedy-based matching, σg vs. total number of agents, na, for various
nl/na and ne/na values where nl gives the number of leaders and ne
gives the number of edges.

Fig. 3 gives σg and σgs as a function of na for various

values of ne/na and nl/na values. Fig. 3 shows the follow-

ing two important results: employing sorting increases the

performance of SPD algorithm with greedy-based matching

and σ that arises from SPD algorithm decreases when na
increases. Comparing Figs. 3(a) and 3(b) shows that σ de-

creases when ne/na increases and comparison of Figs. 3(a)

and 3(c) shows that σ decreases when nl/na increases. In

both cases, the decrease in σ is due to the fact that increment

in ne/na and nl/na increase the number of leaders that a

follower can be assigned to.

To explain the effect of the number of leaders on σ in more

detail, another simulation is executed on randomly generated

networks with na = 250 and ne/na = 2. As in the earlier

simulation, σ is calculated by taking the average over results

that arise from 10 randomly generated networks with the

same nl. Fig. 4 shows σgs vs. nl where na = 250 and

ne/na = 2. As mentioned before, the follower distributions

with the smallest σ are obtained by performing SPD with

sorted greedy-based matching. Therefore, in this simulation

only the results that arise from sorted greedy-based matching

are illustrated. While Fig. 4(a) gives results that correspond

to networks with less than or equal to 20 leaders, Fig. 4(b)
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(a) σgs vs. nl, 2 ≤ nl ≤ 20
(na = 250, ne/na = 2)
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(b) σgs vs. nl, 22 ≤ nl ≤ 100
(na = 250, ne/na = 2)

Fig. 4. The normalized variances that arise from greedy-based follower
selection algorithm with sorting, σgs vs. nl for ne/na = 2 and na = 250
where ne is the number of edges and na is the total number of agents.

gives results that correspond to networks with greater than

20 leaders. As seen in Fig. 4, when nl decreases, σ increases.

When nl is less than 10, σ drastically increases. The reason

for this drastic increase is explained on a randomly generated

network with 2 leaders, 10 followers, and 24 edges (ne/na =
2) given in Fig. 5. As seen in Fig. 5, while 9 followers are

Fig. 5. Follower distribution via shortest-path follower distribution algo-
rithm with sorted greedy-based matching on a randomly generated network
with 2 leaders and 10 followers where the dashed lines show the edges
between agents, L1 Path shows the paths between the first leader and its
followers and L2 Path shows the paths between the second leader and its
followers.

assigned to the first leader, only 1 follower is assigned to

the second leader. In this example, the uneven distribution

of followers is due to fact that in the SPD algorithm the

level of followers has priority over an even distribution of

followers. As a result of this priority, even if a follower is

connected to multiple leaders, it can only be assigned to one

of the leaders with the shortest connecting path. As observed

in Fig. 5, the second leader has only one directly connected

follower and all of its level 2 followers are directly connected

to the first leader. Therefore, all of its level 2 followers are

assigned to Leader 1. As shown in the example network (see

Fig. 5) when nl decreases σ may increase drastically since

leaders may have an uneven number of followers with the

shortest connecting path.

In the network given in Fig 5, even follower distribution

among leaders can be obtained by performing the EFD

algorithm. The follower distribution that arises from the EFD

algorithm is illustrated in Fig. 6. As shown in Fig. 6, the

EFD algorithm assigns the same number of followers for

both leaders but a trade-off exists between even distribution

of followers and the number of edges in each path that

connects a leader to its followers. The comparison of Fig. 5

and 6 shows that the follower distribution that arises from the

Fig. 6. Follower distribution via even follower distribution algorithm on a
randomly generated network with 2 leaders and 10 followers where the
dashed lines show the edges between agents, L1 Path shows the paths
between the first leader and its followers and L2 Path shows the paths
between the second leader and its followers (The same network that is
given in Fig. 5).

SPD algorithm with sorted greedy-based matching contains

8 Level 1 followers and only two Level 2 followers while

the follower distribution that arises from the EFD algorithm

contains 6 Level 1 followers, 2 Level 2 followers, and 2

Level 3 followers.

To understand the trade-off between even distribution of

followers and the number of edges in each path that connects

a leader to its followers, the EFD algorithm is employed

on the same randomly generated networks that are used to

obtain Fig. 4. Fig. 4 shows the normalized variance of the

follower distribution among leaders that arises from the EFD

algorithm, σe vs. nl where na = 250 and ne/na = 2. More-

over, Fig. 8 shows the comparison of follower distributions

that arise from the SPD algorithm with sorted greedy-based

matching and the EFD algorithm in terms of the normalized

number of followers, nfl, where the number of followers in

each level is normalized by the total number of followers

in each network. The results given in Figs. 7 and 8 show

0 10 20 30 40 50 60 70 80 90 100

nl

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

σ
e

Fig. 7. The normalized variances that arise from even follower distribution
algorithm, σe, vs. nl for ne/na = 2 and na = 250 where ne is the number
of edges and na is the total number of agents.

that the EFD algorithm drastically decreases the variance

especially for the networks with high ratio of leader number

to follower number while slightly increasing the total number

of edges that connects leaders with their followers.

The HFD algorithm allows the user to decide the priorities

in the resulting follower distribution with a percentage input.

As mentioned before the increment in the percentage corre-

sponds to increment in the priority of the minimization of

the length of path that connects a leader to its followers over

even distribution of followers. Fig. 9 illustrates the effect of

652



0

0.1

0.2

0.3

0.4

0.5

0.6

n
f
l
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Fig. 8. Comparison of follower distributions that arise from shortest-path
follower distribution algorithm with sorted greedy-based matching, SPD,
and even follower distribution algorithm, EDF, in terms of the normalized
number of followers, nfl, where the number of followers in each level is
normalized by the total number of followers in each network.

(a) p = 0 (b) p = 0.2

(c) p = 0.4 (d) p ≥ 0.6

Fig. 9. Follower distribution via hybrid follower distribution algorithm with
various user-defined percentages, p, on a randomly generated network with
2 leaders and 13 followers where the dashed lines show the edges between
agents, L1 Path shows the paths between the first leader and its followers
and L2 Path shows the paths between the second leader and its followers.

the user-defined percentage, p, in the HFD algorithm on a

randomly generated network with 2 leaders, 13 followers,

and 30 edges. For the network given in Fig. 9, the vector of

number of followers that are assigned to each leader, f , is

given for various values of p as

p = 0, f = [6, 7] p = 0.2, f = [5, 8]

p = 0.4, f = [4, 9] p ≥ 0.6, f = [3, 10].

As seen from f vectors that correspond to different p values,

when p increases, the variance of the follower distribution

increases. For the network given in Fig. 9, the vector of

number of followers in each level, L, is given for various

values of p as

p = 0, L = [6, 7] p = 0.2, L = [7, 6]

p = 0.4, L = [7, 5, 1] p ≥ 0.6, L = [7, 6].

As seen from L vectors that correspond to different p values,

when p goes from 0 to 0.2, the total length of paths that

connect leaders and their followers decreases. The follower

distribution algorithm that arises from the HFD algorithm

when p is equal to 0.2, has the minimum total length of

paths that connect leaders with their followers. Therefore,

increasing p after 0.2 does not decrease the total length of

paths.

V. CONCLUSION

Strategies to distribute followers among pre-selected lead-

ers in an arbitrary leader-follower network was considered.

Three follower distribution algorithms that prioritize evenly

distribution of followers among leaders or minimization of

the number of edges in each path that connects a leader to

its followers are developed. Simulation results were provided

to demonstrate the performance of the developed follower

distribution algorithms. Results showed that employing the

SPD algorithm with sorted greedy-based matching provides

follower distributions with the smallest variance. In a com-

parison of follower distributions that arise from the SPD and

EFD algorithms showed that the EFD algorithm drastically

decreases the variance, especially for the networks with high

ratio of leader number to follower number, while slightly

increasing the length of paths that connect leaders with their

followers. The resulting follower distributions that corre-

spond to different user-defined percentages using the HFD

algorithm were illustrated on an arbitrary leader-follower

network.
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